Assembly Instructions

Teams were asked to provide detailed instructions for how to create the assemblies used for the
Assemblathon 2 competition. The following is a list of all of the instructions we received.
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ABySS team - Fish

The fish paired-end and mate-pair data was assembled using ABySS 1.3.0, followed by
additional scaffolding using the fosmid data:

abyss-pe name=fish k=56 s=300 n=10 lib='pel80' mp='mpllk mp9k mp7k mpS5k mp2500"'
abyss-pe name=fish k=56 s=300 n=5 fosmid n=2 lib=none mp='fosmid'



ABySS team - Snake

The snake paired-end and mate-pair data was assembled using ABySS 1.3.0:
abyss-pe name=snake k=80 s=300 n=10 lib='pe400' mp='mplOk mpdk mp2k'



Allpaths team - Bird

Files containing BGI Illumina data for 220, 2000, 5000, 10000, 20000, and 40000 insert
sizes. See parrot groups.csv below for filenames.

parrot libs.csv file

library name, project name, organism name, type, paired,
frag size, frag stddev, insert size, insert stddev, read orientation, genomic start,
genomic_end

PARprgDAPDCAAPE, Parrot, Melopsittacus undulatus, fragment, 1,
220, 33, , , inward, ,
PARprgDAPDWAAPE, Parrot, Melopsittacus undulatus, Jjumping (sheared), 1,
, , 2000, 200, outward, ,
PARprgDAPDWBAPE, Parrot, Melopsittacus undulatus, Jjumping (sheared), 1,
, , 2000, 200, outward, ,
PARprgDABDLBAPE, Parrot, Melopsittacus undulatus, Jjumping (sheared), 1,
, , 5000, 500, outward, ,
PARprgDABDLAAPE, Parrot, Melopsittacus undulatus, Jjumping (sheared), 1,
, , 5000, 500, outward, ,
PARprgDAADTAAPE, Parrot, Melopsittacus undulatus, Jjumping (sheared), 1,
, , 10000, 1000, outward, ,
PARprgDAPDUAAPEI-12, Parrot, Melopsittacus undulatus, Jjumping (sheared), 1,
, , 20000, 2000, outward, ,
PARprgDABDVAAPEI-6, Parrot, Melopsittacus undulatus, Jjumping (sheared), 1,
, , 40000, 4000, outward, ,

parrot groups.csv file

file name, library name,
group_name

110428 I327 FCBOOD2ACXX L2 PARprgDAPDCAAPE *.fq.gz, PARprgDAPDCAAPE,
110428 I327 FCBOOD2ACXX L2 PARprgDAPDCAAPE

110503 I266 FCBOSAKABXX L5 PARprgDAPDWBAPE *.fq.gz, PARprgDAPDWBAPE,
110503 I266 FCBOSAKABXX L5 PARprgDAPDWBAPE

110503 I266 FCCOOADABXX L5 PARprgDAPDWAAPE *.fq.gz, PARprgDAPDWAAPE,
110503 I266 FCCOOADABXX L5 PARprgDAPDWAAPE

110514 I247 FC8I1MVPABXX L5 PARprgDABDLAAPE *.fq.gz, PARprgDABDLAAPE,
110514 I247 FC81MVPABXX L5 PARprgDABDLAAPE

110514 I263 FC81P81ABXX L5 PARprgDAADTAAPE *.fq.gz, PARprgDAADTAAPE,
110514 I263 FC81P81ABXX L5 PARprgDAADTAAPE

110514 I263 FC81PACABXX L5 PARprgDABDLBAPE *.fq.gz, PARprgDABDLBAPE,
110514 I263 FC81PACABXX L5 PARprgDABDLBAPE

110515 I260 FCB0618ABXX L5 PARprgDAPDWBAPE *.fq.gz, PARprgDAPDWBAPE,

110515 1260 FCBO618ABXX L5 PARprgDAPDWBAPE
110531 1232 FCBOS5V6ABXX L8 PARprgDAPDUAAPEI-12 *.fq.gz, PARprgDAPDUAAPEI-12,
110531 1232 FCBOS5V6ABXX L8 PARprgDAPDUAAPEI-12



110531 I277 FCBO6BIYABXX L7 PARprgDABDVAAPEI-6 *.fq.gz, PARprgDABDVAAPEI-6,
110531 I277 FCBO6BYABXX 17 PARprgDABDVAAPEI-6

To prepare the data for assembly:

mkdir -p Assemblathon/M.undulatus/attempt 1

Using revision 37666 (or later)

CacheLibs.pl ACTION=Add CACHE DIR=Assemblathon/M.undulatus/cache

IN LIBS CSV=parrot libs.csv

CacheGroups.pl ACTION=Add CACHE DIR=Assemblathon/M.undulatus/cache

IN GROUPS CSV=parrot groups.csv PHRED 64=1

CacheToReads.pl CACHE DIR=Assemblathon/M.undulatus/cache
OUT_HEAD=Assemblathon/M.undulatus/attempt 1/frag reads orig
GROUPS="{110428 I327 FCBOOD2ACXX L2 PARprgDAPDCAAPE}"

CacheToReads.pl CACHE DIR=Assemblathon/M.undulatus/cache
OUT_HEAD=Assemblathon/M.undulatus/attempt 1/jump reads orig

GROUPS="{110503 I266 FCCOOADABXX L5 PARprgDAPDWAAPE,110503 1266 FCBO5SAKABXX L5 PARprgD
APDWBAPE, 110514 1247 FC81MVPABXX L5 PARprgDABDLAAPE, 110514 1263 FC81PACABXX L5 PARprgD
ABDLBAPE, 110515 1260 FCBO618ABXX L5 PARprgDAPDWBAPE, 110514 1263 FC81P81ABXX L5 PARprgD
AADTAAPE}"

CacheToReads.pl CACHE DIR=Assemblathon/M.undulatus/cache
OUT_HEAD=Assemblathon/M.undulatus/attempt 1/long jump reads orig
GROUPS="{110531 I232 FCBOS5V6ABXX L8 PARprgDAPDUAAPEI-

12,110531 1277 FCBO6BIABXX L7 PARprgDABDVAAPEI-6}"

echo 2 > Assemblathon/M.undulatus/attempt 1/ploidy

To reproduce the Assemblathon 2 assembly:

Using revision 38588

RunAllPathsLG PRE=Assemblathon REFERENCE NAME=M.undulatus DATA SUBDIR=attempt 1
RUN=run 1 OVERWRITE=True

Using revision 38737 - restarting pipeline with new module FixLocal.
RunAllPathsLG PRE=Assemblathon REFERENCE NAME=M.undulatus DATA SUBDIR=attempt 1
RUN=run 1 TARGETS=standard FORCE_TARGETS_OFZ"{FixLocal}"

DONT UPDATE TARGETS OF="{CleanAssembly}" REMODEL=False

To generate a fresh assembly with latest version of ALLPATHS-LG:
RunAllPathsLG PRE=Assemblathon REFERENCE NAME=M.undulatus DATA SUBDIR=attempt 1
RUN=run 1



Allpaths team - Fish

All files containing Broad Institute Illumina data. See zebra groups.csv below for

filenames.

zebra libs.csv file

library name, project name, organism name, type, paired, frag size,
frag stddev, insert size, insert stddev, read orientation, genomic start, genomic end
Solexa-38739, Zebra, Malawi zebra, fragment, 1, 180,
15, , , inward,

Solexa-46074, Zebra, Malawi zebra, jumping (fosill), 1, ,
, 40000, 4000, inward, 4, 75
Solexa-39450, Zebra, Malawi zebra, jumping (sheared), 1, ,
, 2500, 250, outward, ,

Solexa-39462, Zebra, Malawi zebra, jumping (sheared), 1, ,
, 2500, 250, outward, ,

Solexa-51379, Zebra, Malawi zebra, jumping (sheared), 1, ,
, 11000, 1100, outward, ,

Solexa-50902, Zebra, Malawi zebra, jumping (sheared), 1, ,
, 9000, 900, outward, ,

Solexa-50914, Zebra, Malawi zebra, jumping (sheared), 1, ,
, 7000, 700, outward, ,

Solexa-50937, Zebra, Malawi zebra, jumping (sheared), 1, ,
, 5000, 500, outward, ,

zebra groups.csv file

file name,

625E1AAXX.3.*.fastq, Solexa-38739, 625E1AAXX.3
625E1AAXX.4.*.fastq, Solexa-38739, 625E1AAXX .4
625E1AAXX.2.*.fastq, Solexa-38739, 625E1AAXX.2
625E1AAXX.1.*.fastq, Solexa-38739, 625E1AAXX.1
625E1AAXX.5.*.fastgq, Solexa-38739, 625E1AAXX.5
625E1AAXX.6.*.fastqg, Solexa-38739, 625E1AAXX.6
625E1AAXX.8.*.fastq, Solexa-38739, 625E1AAXX.8
625E1AAXX.7.*.fastq, Solexa-38739, 625E1AAXX .7
801KYABXX.4.*.fastqg, Solexa-39462, 801KYABXX.4
801KYABXX.2.*.fastqg, Solexa-39450, 801KYABXX.2
801KYABXX.3.*.fastqg, Solexa-39450, 801KYABXX.3
803DNABXX.8.*.fastqg, Solexa-51379, 803DNABXX. 8
803DNABXX.2.*.fastqg, Solexa-50902, 803DNABXX. 2
803DNABXX.1l.*.fastqg, Solexa-50914, 803DNABXX. 1
803DNABXX.6.*.fastg, Solexa-50937, 803DNABXX. 6

library name,

group_ name



62F6HAAXX.1l.*.fastqg, Solexa-46074, 62F6HAAXX .1
62F6HAAXX.2.*.fastqg, Solexa-46074, 62F6HAAXX .2

To prepare the data for assembly:

mkdir -p Assemblathon/M.zebra/attempt 1

Using revision 37640 (or later)

CacheLibs.pl ACTION=Add CACHE DIR=Assemblathon/M.zebra/cache
IN LIBS CSV=zebra libs.csv

CacheGroups.pl ACTION=Add CACHE DIR=Assemblathon/M.zebra/cache
IN GROUPS CSV=zebra groups.csv

CacheToReads.pl CACHE DIR=Assemblathon/M.zebra/cache
OUT_HEAD=Assemblathon/M.zebra/attempt 1/frag reads orig
GROUPS="{625E1AAXX.{1,2,3,4,5,6,7,8}}"

CacheToReads.pl CACHE DIR=Assemblathon/M.zebra/cache
OUT_HEAD=Assemblathon/M.zebra/attempt 1/jump reads orig
GROUPS="{801KYABXX.4,801KYABXX.2,801KYABXX.3,803DNABXX.8, 803DNABXX.2, 803DNABXX.1, 803DN
ABXX.6}"

CacheToReads.pl CACHE DIR=Assemblathon/M.zebra/cache
OUT_HEAD=Assemblathon/M.zebra/attempt 1/long jump reads orig
GROUPS="{62F6HAAXX .1, 62F6HAAXX .2} "

echo 2 > Assemblathon/M.zebra/attempt 1/ploidy

To reproduce the Assemblathon 2 assembly:

Revision 37640 - starting assembly*

RunAllPathsLG PRE=/wga/scrl/ALLPATHS REFERENCE NAME=M.zebra DATA SUBDIR=attempt 1
RUN=run_ 1 OVERWRITE=True TARGETS= TARGETS RUN="{gap closed.pathsdb.k96}"

Revision 37658 - continuing using latest code*

RunAllPathsLG PRE=/wga/scrl/ALLPATHS REFERENCE NAME=M.zebra DATA SUBDIR=attempt 1
RUN=run 1 OVERWRITE=True TARGETS=

TARGETS RUN="{filled reads filt.fastb,extended.unibases.k96.lookup}"

Revision 37743 - continuing using latest code*

RunAllPathsLG PRE=/wga/scrl/ALLPATHS REFERENCE NAME=M.zebra DATA SUBDIR=attempt 1
RUN=run 1 OVERWRITE=True

Revision 38732 - restarting pipeline with new module FixLocal

RunAllPathsLG PRE=/wga/scrl/ALLPATHS REFERENCE NAME=M.zebra DATA SUBDIR=attempt 1.2
RUN=run 1 OVERWRITE=True

* This assembly was completed prior to the Assemblathon 2 competition using our latest
development code, updated twice as the assembly progressed. We then used this assembly
as the basis of our Assemblathon entry to save time, Jjust running those modules that
had significantly changed.

To generate a fresh assembly with latest version of ALLPATHS-LG:

RunAllPathsLG PRE=Assemblathon REFERENCE NAME=M.zebra DATA SUBDIR=attempt 1 RUN=run 1



BCM-HGSC - Bird

Assembly Description

All lllumina data was preprocessed by adapter trimming using SeqPrep (1) (with default
parameters) and error correcting using Quake (2) (using -k 19), except the 150bp data from
220bp inserts from BGI, which was merged into fragments using SegPrep (1) (with default
parameters). The merged fragments and GC-rich Illlumina data from UK were assembled using
the Newbler assembler (3) (with the -large option). Reads that modeled 400bp 454 fragment
reads were synthesized from this assembly and combined with the real 454 data and co-
assembled with the Newbler assembler (3) (with the —large option) and scaffolded with the
Atlas-Link software (5) (for mate pair data the min_link=4 in the first iteration and min_link=3 in
second; for short insert data the min_link=5) using the lllumina data mate information from BGI.
In parallel, the merged 220bp insert data and mate pair data from BGI| was assembled using
ALLPATHS-LG (4) (with K=96 TARGETS=standard MIN_CONTIG=300). Three data sets were
used to fill the gaps in scaffolds: 1.lllumina data from BGI (except 220bp insert) were used to fill
the gaps within scaffolds using Atlas-GapFill (6). 2. Gaps within scaffolds were filled by contigs
from the ALLPATHS-LG assembly using blast (7) alignment. 3. The PacBio data were used to
fill the gaps in scaffolds using blasr (8) and blast (7) alignment. The competition version (2C)
contained all three data sets for gap-filling while the evaluation version (3E) didn't include the
PacBio data. The final assembly combined these refined scaffolds and contigs with additional
unincorporated contigs from the ALLPATHS-LG assembly.

Computational requirements

Estimated max RAM: 400GB
Estimated running time: 3.5 weeks

Using a single node with 1TB RAM and 32 CPUs, as well as a cluster of 100 cores each with 16
GB RAM. The gap filling step used a cluster of 600 cores, each with 16 GB RAM and required a
run time of 90 hours.



BCM-HGSC - Fish

Assembly Description

Illumina data was preprocessed with adapter trimming using SeqPrep (1), and assembled with
ALLPATHS-LG (4) (MIN_CONTIG=500) and scaffolded with the Atlas-Link software (5) (for
mate pair data the min_link=4 in the first iteration and min_link=3 in second). In parallel, the
short insert lllumina data was merged into overlapping fragments using SeqPrep (1) (with
default parameters), errors corrected using Quake (2) (using -k 18) and assembled with the
Newbler assembler (3) (with the —large option). Gaps in scaffolds from the Atlas-Link step were
first filled by illumina data using Atlas-Gapfill (6) and then filled with contigs from the Newbler
assembly using blast alignment (7). The final assembly combined these refined scaffolds and
contigs with additional unincorporated contigs from the Newbler assembly.

Computational requirements

Estimated max RAM: 500GB
Estimated running time: 2.5 weeks

Using a single node with 1TB RAM and 32 CPUs, as well as a cluster of 100 cores each with 16
GB RAM. The gap filling step used a cluster of 100 cores, each with 16 GB RAM and required a
run time of 60 hours.



BCM-HGSC - Snake

Assembly Description

Short insert data was preprocessed with adapter trimming using SeqPrep (1) (with default
parameters), errors corrected using Quake (2) (using -k 19) and assembled initially with the
Newbler assembler (3) (with the -large option). Reads that modeled Illumina 100 bp data from
180bp fragments were synthesized from this assembly, combined with real illumina mate pair
data, and reassembled using ALLPATHS-LG (4) (MIN_CONTIG=300). The initial Newbler
assembly was scaffolded using illumina data with the Atlas-Link software (5) (for mate pair data
the min_link=4 in the first iteration and min_link=3 in second; for short insert data the
min_link=10). lllumina data were used to fill the gaps in scaffolds using Atlas-GapFill (6); more
gaps within scaffolds were then filled by contigs from the ALLPATHS-LG assembly using blast
alignment (7). The final assembly combined these refined scaffolds and contigs with additional
unincorporated scaffolds from the ALLPATHS-LG assembly.

Computational requirements

Estimated max RAM: 300GB
Estimated running time: 3 weeks

Using a single node with 1TB RAM and 32 CPUs, as well as a cluster of 100 cores each with 16
GB RAM. The gap filling step used a cluster of 100 cores, each with 16 GB RAM and required a
run time of 60 hours.



BCM-HGSC Software References

(1) SeqgPrep (version a1e1d38, https://github.com/jstjiohn/SeqgPrep, John St. John, UCSC)
(2) Quake (version 0.2, http://www.cbcb.umd.edu/software/quake/, Kelley DR, Schatz MC,
Salzberg SL.

Quake: quality-aware detection and correction of sequencing errors. Genome Biology 11:R116
2010

(http://genomebiology.com/2010/11/11/R116/abstract))

(3) Newbler (version 2.3, http://my454.com/products/analysis-software/index.asp, Margulies M,
Egholm

M, et al. Genome sequencing in microfabricated high-density picolitre reactors. Nature. 2005
Sep

15;437(7057):376-80. Epub 2005 Jul 31.

(4) ALLPATHS-LG (version allpathslg-37405, http://www.broadinstitute.org/software/allpaths-
lg/blog/)

Gnerre, S., MacCallum, I. et al. High-quality draft assemblies of mammalian genomes from
massively

parallel sequence data, PNAS USA January 2011 vol. 108 no. 4 1513-1518.
(http://dx.doi.org/10.1073/pnas.1017351108) .

(5) Altas-link (http://www.hgsc.bcm.tmc.edu/content/Atlas-Link)

(6) Altas-GapFill (http:/www.hgsc.bcm.tmc.edu/content/atlas-gapfill)

(7) blast (http://www.blastalgorithm.com/)

(8) blasr(http://www.pacificbiosciences.com/products/software/algorithms/)




CBCB team

The following text provides information on how the Assemblathon 2 parrot hybrid assembly
combining 454 + PacBio + lllumina sequences was generated.

The source code and pre-compiled binaries for Linux 64bit machines are available at:
http://www.cbcb.umd.edu/software/PBcR/asms/wgs-correction.tar.gz
http://www.cbcb.umd.edu/software/PBcR/asms/wgs-assembly.tar.gz

For the most updated version of CA and PBcR, please see the project wiki page:
http://sourceforge.net/apps/mediawiki/wgs-assembler/index.php
http://sourceforge.net/apps/mediawiki/wgs-assembler/index.php?title=PacBioToCA

The full set of commands and spec files that were used to generate the assembly is available in
the following file:

http://korflab.ucdavis.edu/Datasets/Assemblathon/Assemblathon2/team_CBCB_assembly_instr
uctions.tar.gz



GAM team
Assembly Description

Reads were quality trimmed with rNA, now erne-filter (1,2) with default parameters, and successively
independently assembled into contigs with two softwares: CLC Genomics Workbench v4.0 (3) with
default parameters and ABySS v1.2.7 (4) with default parameters but k=50 and n=10. Both assemblies
were scaffolded with SSPACE v1.0 (5) with default parameters but -x 0 -k 3.

Finally, scaffolded assemblies were merged with GAM-NGS (6). In order to merge them, trimmed reads
were aligned back to the two assemblies with rNA, now erne-map (1,2) with default parameters and then
merge with GAM-NGS with default parameters but --min-block-size 20 (minimum ten reads per block to
try merging between blocks) and CLC assembly elected as master assembly and ABySS assembly
relegated to slave assembly. CLC assembly was elected as master assembly as it provided better
statistics (number of contigs, average contig length, N50).

GAM Software References

(1) rNA (http://iga-rna.sourceforge.net/), Vezzi F, Del Fabbro C, Tomescu Al, Policriti A. rNA: a Fast and
Accurate Short Reads Numerical Aligner. Bioinformatics. 2012; 28:1

(2) ERNE (http://erne.sourceforge.net/), Prezza N, Del Fabbro C, Vezzi F, De Paoli E, Policriti A.
ERNE-BS5: Aligning BS-treated Sequences by Multiple Hits on a 5-letters Alphabet. ACM-BCB 2012
(3) CLC Genomics Workbench (http://www.clcbio.com/), CLC Bio, Aarhus, Denmark

(4) ABySS (http://www.bcgsc.ca/platform/bioinfo/software/abyss/) Simpson JT, Wong K, Jackman SD,
Schein JE, Jones SJ, Birol I. ABySS: A parallel assembler for short read sequence data. Genome
Research. 2009;19:6

(5) SSPACE (http://www.baseclear.com/bioinformatics-tools/) Boetzer M, Henkel CV, Jansen HJ, Butler
D, Pirovano W. Scaffolding pre-assembled contigs using SSPACE. Bioinformatics. 2011; 27:4

(6) GAM-NGS (https://github.com/vice87/gam-ngs/) Vicedomini R, Vezzi F, Scalabrin S, Arvestad L,
Policriti A. GAM-NGS: Genomic Assemblies Merger for Next Generation Sequencing. BMC
bioinformatics. Accepted.



Ray team

Sun Grid Engine submission scripts for running Ray on all three Assemblathon 2 datasets are
available from the following Github repository:

https://github.com/sebhtml/assemblathon-2-ray

The version of Ray used was 1.7 with a few modifications.



SOAPdenovo team

Reads were filtered and corrected at first. Then these filtered and corrected reads were
assembled using different parameters according to the characters of different species. As a last
step, gaps in scaffolds were filled.

Assembly pipelines, including programs, shell scripts and configuration files, for bird (for
competition purpose), snake (for competition) and fish (for evaluation) are available at:

ftp://assemblathon2:e5scl4flbles@ftp.genomics.org.cn

Each pipeline includes programs, shell scripts and configuration files. Read the README file in
each pipeline file and follow the instructions to reproduce the assemblies.

Note: The submitted SOAPdenovo snake assembly was generated at a time when some of the
lllumina mate-pair libraries were temporarily mislabelled (details of 4 Kbp and 10 Kbp libraries
were mistakenly switched). A new assembly based, using correct insert sizes of 4 Kbp and 10
Kbp libraries was produced and available at:

ftp://assemblathon2:e5scl4flbles@ftp.genomics.org.cn/from_BGISZ/20121220_Boa_constrictor

Note that those mate-pair libraries from flowcell 2 were not used in either the original submitted
entry or this new assembly. The scaffold N50 and contig N50 of new assembly are 7,144,364 bp
and 53,419 bp, about 4-fold and 3-fold longer than that of the submitted entry, which were
1,772,383 bp and 17,869 bp, respectively.



